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概要
共感は，他者の感情や精神状態を理解し，それに基づいた行動を促すことで，社会生活
において重要な役割を果たす概念の 1つである．しかし，現代社会では，いつでも話相手
が近くにいるとは限らず，そもそも話し相手が存在しない人も少なくない．近年では，話
の聞き手として対話型エージェントが注目されている．しかし，既存の対話型エージェン
トは，共感の前提となる感情推定の技術が不十分である問題や，不完全な感情推定に基づ
く共感表現の多くが明示的であるため，ユーザ自身が都合よく解釈することができず，反
感を感じる問題がある．その問題を解決するために，見た目と表現方法の曖昧性が高い共
感表現エージェントが提案された．さらに，1体のエージェントよりも 2体のエージェン
トを用いる方がユーザに与える効果が高まるかどうかを明らかにするために，1体もしく
は同期的に動く 2体の共感表現エージェントによる検証を行った．検証により，エージェ
ント 2体が同期的に動作することで，ユーザはエージェントが感情表現していると感じや
すいこと，ユーザが話したエピソードによってエージェントに共感されたと感じる度合い
が異なることが示唆された．しかし，エージェントが異なるタイミングで同じ動きで共感
表現を行った場合に，ユーザの共感されたと感じる度合いにどのような影響があるのか明
らかにされていない．既存研究にて，人間とエージェントの相互行動のタイミングがユー
ザのエージェントに対する印象に影響があることが明らかになっている．本研究において
も，2体のエージェントの動作するタイミングを変化させることで，共感されたと感じる
度合いが高まる可能性があると考えられる．以上より，2体のエージェントが非同期的に
共感表現を行うと，ユーザの共感されたと感じる度合いにどのような影響があるのか明
らかにすることを研究課題とした．検証の結果，エージェントの動作するタイミングが
共感されたと感じる度合いに影響を与えるが，同期的に動作した場合よりも非同期的に
動作した場合の方が共感されたと感じる度合いが高くなるとは言えないということが明
らかになった．本研究における貢献は，2体のエージェントが非同期的に共感表現を行う
と，ユーザの共感されたと感じる度合いにどのような影響があるのか明らかにしたことで
ある．
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1.1 研究の背景
共感は，他者の感情や精神状態を理解し，それに基づいた行動を促すことで，社会生活
において重要な役割を果たす概念の 1つである [1]．他者から共感を得ることは，心の整
理やストレスの軽減につながる．たとえば，仕事で大きなプロジェクトを担当してプレッ
シャーを感じているとき，友人が共感してくれると安心感が得られストレスが軽減され気
持ちを整理できる．また，コミュニケーションにおいて共感することは，互いの信頼を生
むことができる事柄として注目されている．共感とは，他者の経験に対するある個人の反
応に関係する一連の構成要素 [2]として定義される．構成要素には，他者との感情共有や
他者への同情喚起のような感情的側面，他者の信念の推論のような認知的側面から構成さ
れると考えられている [3][4]．さらに，共感は援助行動や寄付行動といった向社会的行動
への動機づけに重要であると考えられている [5]．しかし，現代社会では，いつでも話相
手が近くにいるとは限らず，そもそも話し相手が存在しない人も少なくない．近年では，
話の聞き手として会話AIロボットRomi[6]や音声認識人形みーちゃん [7]のような対話型
エージェントが注目されている．また，ユーザに対して共感表現を行うエージェントに関
する研究も数多く行われている [8][9][10][11][12]．しかし，既存の対話型エージェントは，
共感の前提となる感情推定の技術が不十分である問題や，不完全な感情推定に基づく共感
表現の多くが明示的であるため，ユーザ自身が都合よく解釈することができず，反感を感
じる問題がある．その問題を解決するために，見た目と表現方法の曖昧性が高い共感表現
エージェントが提案された [13]．検証により，提案された共感表現エージェントは一部の
動きに対して共感されることが分かっている．しかし，その共感される度合は十分ではな
いという問題がある．ユーザがエージェントから共感されたと感じられない場合，ユーザ
は不快感を持ってしまうことが予想される．ユーザの不快感を減少させるためには，ユー
ザが都合よく解釈することができ，エージェントから共感されたと感じる度合いを高める
必要がある．既存研究 [14][15]において，褒める際や謝罪の際に 1体のエージェントより
も 2体のエージェントを用いる方がその効果が高まることが明らかになっている．我々は，
1体のエージェントよりも 2体のエージェントを用いる方がユーザの共感されたと感じる
度合いが高まるかどうか明らかにするために，自身の発言に対して 2体のエージェントか
ら動きで共感表現をされたとき，ユーザは共感されたと感じるか明らかにする検証を行っ
た [16]．検証により，エージェントが動きで曖昧な共感表現を 2体で行うことでユーザは
エージェントが感情表現していると感じやすいこと，ユーザが話したエピソードによって
エージェントに共感されたと感じる度合いが異なることが示唆された．しかし，エージェ
ントが異なるタイミングで同じ動きで共感表現を行った場合に，ユーザの共感されたと感
じる度合いにどのような影響があるのか明らかにされていないという問題がある．

1.2 研究の目的
本研究では，1.1で述べた問題の解決を目指す．そこで，本論文では，エージェントが

異なるタイミングで同じ動きで共感表現を行った場合に，ユーザの共感されたと感じる度
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合いにどのような影響があるのか明らかにされていないという問題の解決に取り組む．こ
の問題を解決することにより，さらにユーザが共感しやすくなると考えられる．既存研究
にて，人間とエージェントの相互行動のタイミングがユーザのエージェントに対する印象
に影響があることが明らかになっている [17][18][19][20][21][22]．本研究においても，2体
のエージェントの動作するタイミングを変化させることで，共感されたと感じる度合いが
高まる可能性があると考えられる．以上より，2体のエージェントが非同期的に共感表現
を行うと，ユーザの共感されたと感じる度合いにどのような影響があるのか明らかにする
ことを目的とする．
一般的に「非同期的」は下記のように定義されている．「非同期的」は二つ以上のオブ
ジェクトやイベントが同時に存在したり発生したりしないことを指す [23][24][25]．よって，
本稿における「非同期的」は 2体のエージェントが同時にではなく，それぞれ独自のタイ
ミングで動作を開始することと定義する．

1.3 本論文の構成
本論文の構成は次のとおりである．

2章では，エージェントとユーザのコミュニケーションに関する研究事例について述
べる．
3章では，本論文における問題の定義と研究課題について述べる．
4章では，本論文における研究デザインを述べる．
5章では，見た目と表現方法の曖昧性の高い共感表現エージェントに関する実装につい
て述べる．
6章では，見た目と表現方法の曖昧性の高い共感表現エージェントの動作するタイミン
グの比較に関する評価実験・考察について述べる．
最後に 7 章にて，本論文の結論を述べる．
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本章では，エージェントとユーザのコミュニケーションに関する研究事例について述べ
る．2.1節では，ユーザの感情推定に関する研究事例について紹介する．2.2節では，共感
表現を行うエージェントに関する研究事例について紹介する．2.3節では，複数体のエー
ジェントを使用した研究事例について紹介する．2.4節では，エージェントの見た目・触
り心地に関する研究事例について紹介する．2.5節では，人間とエージェントの相互行動
のタイミングに関する研究事例について紹介する．

2.1 ユーザの感情推定に関する研究事例
ユーザの感情推定に関する研究事例として [26]，[27]，[28]，[29]，[30]，[31]，[32]，[33]，

[34]，が挙げられる．
[26]，[27]，[28] では，テキストデータを用いた感情推定について研究を行っている．

Shuangら [26]は，CNNは学習能力が強い一方で，テキストの特徴を抽出する際にどこが
入力テキスト内の特徴的なのかを自動判別することが難しいことや，各出力層のベクト
ルの重要性を十分に理解できていないという問題があると指摘している．この問題を解
決するために，CNNの異なる層にアテンション機構を組み合わせた 3つのモデルを作成
し，既存モデルとの比較を行った．その結果，提案したモデルはいずれも既存モデルより
性能が高くなることを明らかにしている．Sekineら [27]は，個人テキストとTwitterデー
タを学習データとして組み合わせてNaive Bayesを用いて感情推定の精度向上を目指して
いる．実験では，4つの条件（個人テキストのみ，Twitterデータのみ，個人テキストと
Twitterデータ，Twitterデータと単語に重みづけを行った個人データ）で比較を行った．
その結果，Twitterデータと単語に重みづけを行った個人データを使用した場合の一致率
が最も高く，個人を考慮し単語に焦点を当てることでより正確な感情推定が達成できるこ
とを明らかにしている．Savithaら [28]は，絵文字を含んだテキストの感情推定を提案し
ている．既存のテキストのみを用いた感情推定は，各テキストにラベルを付与する必要が
あり，手間と時間がかかっていた．テキストだけでなく事前に感情ごとに分類された絵文
字も感情推定の分析に含めることで，テキストにラベルを付与をする必要を無くしてい
る．分析に絵文字を含めることで分類の精度が向上することも明らかにしている．
[29]，[30]では，音声を用いた感情推定について研究を行っている．Yingら [29]は，音声
データを分析してパラ言語によって引き起こされる人間の感情を予測するシステムである
Voice Analyzerの開発を行っている．パラ言語は言語情報を補うことができるため，重要視
されている．システムではユーザが魅力的と感じる度合を予測する検証が行われ，予測結
果はユーザの 75%が同意したことが明らかになっている．Yamashitaら [30]は，音声の音
響的な特徴と言語的な特徴の両方を考慮した感情推定システムである，PNViz（Positive-

and-Negative Polarity Visualizer）を開発し実装している．PNVizは，Android携帯電話
で使用でき，録音した音声をサーバにて音響と言語の特徴をそれぞれ解析している．表情
や生体データを使用する場合と比較して複雑なデバイスが必要ないことから，広範囲での
活用が期待できるとされている．
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[31]，[32]では，表情を用いた感情推定について研究を行っている．Partalaら [31]は，
個人に依存せずに顔の表情から感情を自動的に推定する方法を開発している．実験では，
10人のユーザが感情を揺さぶられるような写真やビデオを視聴し，笑ったときに活性化
される大頬骨筋と眉をひそめたときに活性化される皺眉筋という 2つの顔の筋肉の筋電図
活動が記録された．その結果，写真では約 70%，ビデオでは 80%以上の割合でポジティブ
な感情とネガティブな感情を区別することができるようになった．Thongら [32]は，顔
全体で感情推定をする顔モデルに目の動きの特徴を組み合わせてシステムの精度を向上
させることを目的としている．検証実験では，精度が 2.87%向上することが示された．ま
た，目の動きだけでなく他の顔の構成要素にも拡張して組み会わせることでシステムの精
度がより向上する可能性があるとしている．
[33]，[34]では，生体データを用いた感情推定について研究を行っている．Songら [33]

は，離散的な脳波信号を複数チャネル使用して画像に変換することで豊富な空間情報を考
慮した感情推定ができるようになると提案している．提案されたGECNNモデルは，ロー
カル CNNの特徴とグローバルな機能的特徴を組み合わせ，識別力のあるものとなって
いる．提案されたGECNNモデルは既存の方法である SVMやGCNN等と同時に 4つの
EEGベースの感情認識データセット (SEED・SDEA・MPED・DREAMER)で検証され，
提案モデルが最も優れた性能であることが明らかになっている．Leeら [34]は，言語デー
タと非言語データを組み合わせた総合的な感情認識システムを開発している．このシステ
ムは，皮膚統合型フェイシャルインターフェイス（PSiFi）であり，リアルタイムに感情認
識をすることが可能となっている．具体的には，摩擦帯電と振動センサを備えており，眉
間，目，鼻，唇，顎，声帯から電気信号を検出して顔の皮膚の緊張度合と声帯の振動を取
得している．さらに，VR環境におけるデジタルコンシェルジュはユーザがシステムを利
用することで感情を推定し，その感情に基づいてサービスを提供する検証も行っている．

2.2 共感表現を行うエージェントに関する研究事例
共感表現を行うエージェントに関する研究事例として [8]，[9]，[10]，[11]，[12]が挙げ
られる．Leiteら [8]は，共感能力を持つ自立型ロボットがチェスゲームする 2人のプレイ
ヤーのソーシャルコンパニオンとして機能することを調査している．その結果，ロボット
が共感的な振舞いをしたユーザに対して，ロボットはより友好的な存在として認識され
た．共感は人間とロボットの相互作用において重要な役割を果たすことが明らかにされ
た．Leiteら [9]は，子どもとの長期的な交流を目的とした社会的ロボットのための共感モ
デルを提示した．提示された子ども達は，一般的な子供たちが感じているのと同じよう
に，ロボットにサポートされていると感じていた．Alvesら [10]は，共感能力を備えた自
立型ロボットは協調学習を促進できるのか，学生グループとの長期的な協同学習において
肯定的な教育成果を維持することできるのか調査をしている．その結果，共感能力を備え
たロボットは共同学習を促進した一方で長期的な利用では大きな学習効果は得られないこ
とが分かった．Gonsiorら [11]は，ロボットの表情が共感や主観的なパフォーマンスに与
える影響について検討している．インタラクション中のロボットの振る舞いが，共感度合



第 2章 エージェントとユーザのコミュニケーションに関する研究事例 7

いに大きく影響するという仮説が指示された．Yokozukaら [12]は，講義ベースの実験を
行い内容が理解しやすく共感力が高い場合には，頭部の動きの同期性がより高いことが示
された．

2.3 複数体のエージェントの使用に関する研究事例
複数体のエージェントの使用に関する研究事例として [14]，[15]，[35]，[36]，[37]が挙
げられる．Shiomiら [14]は，人間の運動能力向上を促進するために他者からの賞賛とい
う社会的報酬をより多く与える方法について調査している．賞賛 3因子（褒めないエー
ジェント・褒めるエージェント 1体・褒めるエージェント 2体）と臨場感 2因子（ディス
プレイ上・実空間上）を掛け合わせた 6条件を提案し，運動能力について評価実験を行っ
ている．評価実験の結果，臨場感の影響は確認できず，賞賛に関しては褒めるエージェン
ト 2体の場合に最も運動能力が向上することが明らかになった．Okadaら [15]は，サービ
スロボットの受け入れられやすい謝罪行動設計を行っている．謝罪するロボット 1台と 2

台を提案し，謝罪に対する印象の違いについて評価実験を行っている．評価実験の結果，
謝罪するロボット 2台の方が謝罪を受け入れられやすいことを明らかにしている．Fujiiら
[35]は，近年のライフスタイルの変化により，孤食が増加していることを問題としてあげ，
ロボットが良い食事のパートナーになりえると考えている．ロボットを食事のパートナー
として受け入れる人はどのような人かをロボット 1体と 2体の食事で比較を行っている．
その結果，ロボットとの触れ合いの経験が豊富な人や 1人で食事をする機会が少ない人は
ロボットと一緒に食事をする方が良いと感じているのに対し，1人で食事をする機会が多
い人は複数ロボットと一緒に食事を楽しんでいることが明らかになった．Anaら [36]は，
狭い専門分野に焦点を当てたチャットボットを組み合わせて複数のニーズを満たす単一の
チャットボットの開発に向け，複数チャットボット（ユーザとチャットボットの関係性が 1

対多）と単一チャットボット（ユーザとチャットボットの関係性が 1対 1）の比較を行って
いる．具体的には，複数チャットボットでは自然，文化，ショッピングの 3体エージェント
がそれぞれ登場してチャットを行い，単一チャットボットでは表面的には 1体エージェン
トがチャットを行っているがバックグラウンドで自然，文化，ショッピングの 3体のエー
ジェントを管理していた．実験の結果，複数のチャットボットと単一チャットボットには
有意な差は見られなかったが，複数のチャットボットのやり取りはユーザに混乱を生じさ
せる可能性を示唆している．松本ら [37]は，高齢者が 2台のロボットとの対話よりも 1台
のロボットとの対話に高い評価を与えたことを明らかにした．人が対話相手のロボットを
同時に見ることができる位置関係が，ユーザの対話負荷を減らすとされている．

2.4 エージェントの見た目・触り心地に関する研究事例
エージェントの見た目・触り心地に関する研究事例として [38]，[39]，[40]が挙げられる．

Heiderら [38]は，他者の行動の知覚に関して応答の刺激への依存性の調査している．実
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験では，3つの幾何学的な図形（三角形，小さな三角形，円）が様々な方向や速度で動い
て図形同士で戦ったり逃げ回る様子のビデオをユーザが視聴していた．その結果，ユーザ
は動く幾何学的な図形を人の行動として解釈することが分かり，行動の観点から特徴的な
要素を単純な図形に変化させても同じ効果を持たらすことが明らかになった．Harlow[39]

は，猿にワイヤで作成した猿型の人形と布で覆って作成された猿型の人形を近づけ，どの
ような反応を示すか調査している．その結果，布で覆われていた方が肌触りが良く，愛着
が形成されることが明らかにしている．Takaseら [40]は，ユーザに触れたり抱きしめた
りするように促すためにぬいぐるみや実際の動物をモデルにしたエンターテインメント
ロボットは，複雑な動きを実現するためにハードなメカニズムをしているが，外見と異な
る触感からくる違和感をユーザに与えてしまう問題を指摘している．この問題を解決する
ために，ぬいぐるみのような柔らかさと触感を持つぬいぐるみロボットを提案している．
ぬいぐるみロボットは様々な動きをすることが可能であり，ハードなメカニズムのロボッ
トよりもユーザに好印象を与えることが明らかになっている．

2.5 人間とエージェントの相互行動のタイミングに関する研
究事例

人間とエージェントの相互行動のタイミングに関する研究事例として [17]，[18]，[41]，
[42]，[43]，[19]，[20]が挙げられる．Chaoら [17]は，ロボットが人間と協力して「ハノイ
の塔」問題を解決する際の相互行動のタイミングを評価した，その結果，行動の中断が
ターンテイキングに与える影響を評価し，ユーザーのイニシアティブの増加，インタラク
ションのバランスの向上，流暢さの向上が確認された．Hoffmanら [18]は，ロボットが人
間の行動や意図を予測し，それに基づいて自身の行動を適応させることの効果を評価し
た．その結果，予測的な行動選択メカニズムを持つロボットが，反応的なエージェントと
比較してタスク効率と流暢さが向上し，チームの一体感と成功への貢献度が高まることが
示された．Sacksら [41]は，会話のターンテイキングの構造を分析した．その結果，ター
ン構成単位（TCU）と移行関連場所（TRP）の概念を提唱し，会話のターンテイキング
が局所的に管理され，参加者によって運営されることを示した．Duncanら [42]は，非言
語的な手掛かりの役割を分析した．その結果，視線移動，身振り手振り，体の動き，副言
語的手がかりが会話の単位を形成することを示した．Cassellら [43]は，仮想会話エージェ
ントのアーキテクチャ要件を評価した．その結果，リアルタイムのマルチモーダルインタ
ラクションをサポートするシステムの計算およびアーキテクチャ要件を提案し，エージェ
ントが言語的および非言語的な入力に応答し，適切な出力を生成する能力を持つことが求
められることを示した．水丸ら [19]は，複数ロボットの発話の重なりが人間の行動に与え
る影響を調査した．その結果，発話の重なりが会話の活発さの印象を向上させることが確
認された．志和ら [20]は，ロボットの応答時間と間投詞の効果を評価した．その結果，応
答時間が 1秒以内であればユーザーの印象は変わらず，2秒以内であれば許容範囲内であ
るが，間投詞を使用することで長い応答時間に対するユーザーの印象悪化を抑制できるこ
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とが示された．Millerら [21]は，人間とコンピュータの対話における応答時間の理想的な
範囲を評価した．その結果，異なる人間の目的や行動に対して異なる応答時間が必要であ
ることが示され，2秒の応答時間が普遍的な要件ではないことが強調された．



第3章 研究課題
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本章では，本研究における問題の定義と研究課題について述べる．

3.1 問題の定義
日常生活において，他者に心の内を話し，共感してもらうことは，気持ちの整理やスト
レス解消につながる [1]．また，コミュニケーションにおいて共感することは，互いの信
頼を生むことができる事柄として注目されている．さらに，共感は援助行動や寄付行動と
いった向社会的行動への動機づけに重要であると考えられている [5]．しかし，現代社会
では，いつでも話相手が近くにいるとは限らず，そもそも話し相手が存在しない人も少な
くない．厚労省の施設等機関である国立社会保障・人口問題研究所の生活と支え合いに関
する調査 [44]では会話頻度を調査している．調査では，毎日会話をする人の割合が 60代
未満はおおむね 90%以上である一方で 60代以上では年齢を重ねるほど割合が減り 85歳以
上では 70%となっており，さらに会話頻度が低いと孤独感を感じやすくなることが明らか
になっている．
近年では，話の聞き手として会話AIロボットRomi[6]や音声認識人形みーちゃん [7]の
ような対話型エージェントが注目されている．しかし，既存技術には大きく分けて 2つ
の問題がある．1つ目の問題は，共感の前提となる感情推定の技術が不完全であることで
ある．現在に至るまで発話におけるテキスト [26]，[27]，[28]，音声 [29]，[30]，表情 [31]，
[32]，生体データ [33]，[34]などを用いた感情推定に関する研究が行われているが，現時点
で人間の感情推定が完璧であるとは言えない．2つ目の問題は，既存技術の感情表現の多
くが明示的な表現であることである．明示的な表現とは，はっきりと分かりやすく言葉や
行動によって直接的に示される表現のことを指す．コミュニケーションにおいて，明示的
な表現は正確な情報伝達に役立ち，誤解や混乱を減少させるのに効果的である．しかし，
不完全な感情推定に基づく共感表現を既存技術の感情表現の多くを占める明示的な表現
で行うことは，ユーザが意味を一意にとらえてしまうことでユーザとエージェントの間に
感情の相違が生まれ，ユーザが自分の感情を理解していない，共感してくれていないと感
じやすいと思われる．
1つ目の問題を解決する手段として，感情推定を高度化することが考えられる．しかし，
人間の感情はその感情の起源の環境によって微妙な違いが生まれることや，副次的な感
情を含む場合があること，感情推定の技術が現在もなお発展途上の技術であることから，
近い将来において感情推定の技術が完全になることは想像しにくい．そこで，既存研究で
は，1つ目の問題の解決は対象外とし，2つ目の問題の解決に取り組み，見た目と表現方
法の曖昧性が高い共感表現エージェントを提案している [13]．提案した共感表現エージェ
ントは，感情表現を動きという暗示的なものすることで，明示的な表現を行った際にユー
ザが意味を一意にとらえてしまうという問題を解消し，ユーザの感じる感情のバリエー
ションを豊かにしてユーザ自身に都合の良いように解釈できるようになることで，感情
推定の技術が不完全であってもユーザが反感を感じにくくするというものである．検証
により，提案した共感表現エージェントは前後 1往復・前後継続往復の動きではどの発言
でも 80%以上の人が共感されたと感じ，左右継続往復の動きでは快適を表す感情の発言
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で 75%以上の人が共感されたと感じ，前停止の動きでは不快を表す発言で 85%以上の人
が共感されたと感じていることが分かっている．しかし，最も共感されたと感じる動きで
も 15%の人は共感されたと感じていないことや，共感されたと感じられていない動きが
あるなど，先行研究でのユーザが共感されたと感じる度合は十分ではないという問題があ
り，ユーザが不快感を持っていしまうことが予想される．ユーザの不快感を減少させるた
めに，ユーザがエージェントの表現を都合よく解釈でき，エージェントから共感されたと
感じる度合いを高める必要がある．ユーザはエージェントが活発な動きをしている際に共
感されたと感じていることから，エージェントの動きがより活発になることでユーザが共
感されたと感じる度合いに影響を与えられると考えた．そこで，我々は複数体のエージェ
ントを動作させることによってユーザがエージェントの動きをより活発に感じられると考
えた．また，褒める際や謝罪の際に 1体のエージェントよりも 2体のエージェントを用い
る方がその効果が高まることが明らかになっている [15]．上記をふまえ，我々は自身の発
言に対して 2体のエージェントから動きで共感表現をされたとき，ユーザは共感されたと
感じるか明らかにする検証を行った [16]．検証により，提案した手法では，エージェント
が動きで曖昧な共感表現を 2体で行うことでユーザはエージェントが感情表現していると
感じやすいこと，ユーザが話したエピソードによってエージェントに共感されたと感じる
度合いが異なることが示唆された．
これまでの先行研究では，エージェントが同期的に共感表現を行った場合の検証を行っ
た．また，複数ロボットの発話の重なりが会話の活発さの印象を向上させることが明ら
かになっている [19]．そこで，我々は 2体のエージェントを非同期的に動作させることに
よって，ユーザがより多くのエピソードにおいてエージェントに共感されたと感じる可能
性があると考えた．上記をふまえ，本研究における問題は，2体のエージェントが非同期
的に共感表現を行うと，ユーザの共感されたと感じる度合いにどのような影響があるのか
明らかにされていないことであると定義できる．

3.2 研究課題の設定
3.1節で述べたように，2体のエージェントが非同期的に共感表現を行うと，ユーザの
共感されたと感じる度合いにどのような影響があるのか明らかにされていないという問
題がある．この問題を解決するために，本研究では，2体のエージェントが非同期的に共
感表現を行うと，ユーザの共感されたと感じる度合いにどのような影響があるのか明らか
にするを研究課題として設定する．具体的には，2体の見た目と表現方法の曖昧性が高い
共感表現エージェントの動作を同期的と非同期的で変化させる被験者間実験を行う．



第4章 研究デザイン
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本章では，研究課題で設定した問題を解決するための設計方針および採用した方法論に
ついて述べる．

4.1 アプローチ
3.2節で定義した研究課題を達成するために，本研究では 2体の見た目と表現方法の曖
昧性が高い共感表現エージェントが同期的に動作した場合よりも非同期的に動作した場合
の方が共感されたと感じる度合いが高くなるという仮説を立てる．本研究に用いる見た目
と表現方法の曖昧性の高い共感表現エージェント（図 4.1）は，先行研究 [13]と同様の布
と綿で覆われた直方体をRaspberry Pi 3で制御したものである．この仮説を検証するた
めに，エージェントを同期的・非同期的に動作させる実験を行い，ユーザの共感されたと
感じる度合いにどのような違いがあるのかを調査する．

図 4.1: 共感表現エージェントの見た目

4.2 見た目と表現方法の曖昧性が高い共感表現エージェント
の動作を変化させる被験者間実験

4.1節で述べた仮説に基づき，見た目と表現方法の曖昧性が高い共感表現エージェント
の動作を変化させる被験者間実験を行う．具体的には，ユーザがエピソードを話した後に
共感表現を行うエージェントの動作を同期的と非同期的で変化させる．



第5章 見た目と表現方法の曖昧性の高い
共感表現エージェントの実装
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本章では，見た目と表現方法の曖昧性が高い共感表現エージェントに関する実装につい
て述べる．

5.1 エージェントの見た目・触り心地
エージェントの外観を図 4.1に示す．エージェントの見た目を実世界の生物に似せる場
合，機械的な動きを行うと無生物感を生み出してしまい，自然すぎる動きであると不快感
を感じることが示唆されている [45]．そのため，エージェントの見た目は，曖昧性を高め
るために，生物を連想させない抽象的な形状である直方体を組み合わせた形にした．エー
ジェントの触り心地を良くすることは，ユーザがエージェントに対して愛着を感じ，親し
みを感じやすくなると考えられる [39]，[40]．そのため，エージェントの素材は，触り心
地をよくするため，動きを妨げないために伸縮性のある布を用いた．布の色は，色が与え
る印象の影響を排除するために白色とした．

5.2 エージェントの表現方法
人間同士が対面でコミュニケーションを行う場合，メッセージの 7%を言語情報で伝え
合うことに対して，55%を表情やジェスチャといった視覚情報で伝え合うことが報告され
ている [46]．また，エージェントから静的な文字ではなく動きで反応を返されると，ユー
ザが話を聞いてもらえたと感じられることが報告されている [47]．これらをふまえ，言葉
と比較して多義的な表現であり，エージェントの感情をユーザに想起させられることがで
きる動きに着目をし，エージェント全体を動かすことで共感表現を行う．

5.3 エージェントの実装
5.1節，5.2節を踏まえ，見た目と表現方法の曖昧性の高い共感表現エージェントの実
装方法について説明する．エージェントの内部構造を図 5.1に，エージェントを作成する
際の材料は表 5.1に示す．エージェント上部には，糸 4本をそれぞれ布の上部 4辺に取り
付ける．中部には，サーボモータを 4つ取り付け，上部の 4辺に取り付けた糸と結び付け
る．下部には，マイクロコンピュータを取り付ける．マイクロコンピュータでサーボモー
タを制御し，糸を引っ張ることでエージェントを動かすことができる．例えば，前方の糸
を引っ張ることで，エージェントの形状が前屈みになる．このように，糸を巻き取りエー
ジェントの上部が傾くことで感情をユーザに想起させられることができる動きを表現す
る．本稿で用いるエージェントの動きを表 5.2に示す．動きの方向は，図 4.1 の方向から
見た面を正面とした場合の前後左右とした．表 5.2の動きは，動きの方向を前後左右に限
定した際の基本的な動きを列挙したものであり，事前検証 [48]，[49]より，ユーザがエー
ジェントに感情表現されたと感じた動きである．
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図 5.1: 共感表現エージェントの内部構造

2体のエージェントは全く同じ動きを同期的・非同期的に行うように実装した．同期的
条件の場合，片方のエージェントでソケットを作成し，もう片方のエージェントから指定
した IPアドレスとポートに接続する．エージェントは同期的に動作する．非同期的条件
の場合，最初に動作するエージェントをエージェントA，後から動作するエージェントを
エージェントBとする．エージェントAでソケットを作成し，エージェントBから指定
した IPアドレスとポートに接続する．エージェントAのエージェントが動作した 0.5秒
後にエージェント Bのエージェントが動作する．エージェントAのエージェントが動作
した 0.5秒後にエージェントBのエージェントが動作するように実装した理由は 2つ挙げ
られる．1つ目は，コンピュータがユーザの入力に対する結果を示すまでの理想的な時間
が 2秒以内であるためである．Millerら [21]は，人間とコンピュータの対話における応答
時間について詳しく説明しており，ユーザが特定のサービスのリクエストを入力し，シス
テムがそのリクエストを処理し，結果をユーザに返すまでの時間を「応答時間」と定義し
た．そして，理想的な応答時間は 2秒以内であると示した．2つ目は，エージェントの応
答時間が 1秒より遅いとエージェント（ロボット）への印象が下がるためである．志和ら
[20]は，エージェント（ロボット）の応答時間が 1秒より遅いと，エージェントへの印象
が下がることを示している．実験の結果，実験参加者の反応時間 1秒に対する印象が 0秒
に対する印象よりも高く，1秒より遅いと実験参加者の印象が単調減少した．エージェン
トの動作するタイミングを図 5.2に示す．
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表 5.1: エージェント作成のための材料

位置 機材 個数

上部
布 1

糸 4本
割りばし 15cm × 1

綿 適量

中部
箱 1

サーボモータ 4

割りばし 5cm × 4

ストロー 5cm × 4

下部
箱 1

布 1

Raspberry Pi 3 1

表 5.2: エージェントの動き一覧

動き 説明 方法
右停止 ユーザから見て右方に 25度，4秒間傾く 物体の右に付けた糸をサーボモータで引っ張り停止させる
左停止 ユーザから見て左方に 25度，4秒間傾く 物体の左に付けた糸をサーボモータで引っ張り停止させる
左右 1往復 ユーザから見て左右に 25度，1回ずつ傾く 物体の左右に付けた糸をサーボモータで交互に引っ張る
左右継続往復 ユーザから見て左右に 25度，4回ずつ傾く 物体の左右に付けた糸をサーボモータで交互 4回ずつ引っ張る
前停止 ユーザから見て前方に 25度，4秒間傾く 物体の前に付けた糸をサーボモータで引っ張り停止させる
後停止 ユーザから見て後方に 25度，4秒間傾く 物体の後に付けた糸をサーボモータで引っ張り停止させる
前後 1往復 ユーザから見て前後に 25度，1回ずつ傾く 物体の前後に付けた糸をサーボモータで交互に引っ張る
前後継続往復 ユーザから見て前後に 25度，4回ずつ傾く 物体の前後に付けた糸をサーボモータで交互に 4回ずつ引っ張る

図 5.2: エージェントの動作するタイミング
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本章では，2体のエージェントが非同期的に共感表現を行った場合に，ユーザの共感さ
れたと感じる度合にどのような影響を与えるかに関する評価実験・考察について述べる．

6.1 実験の目的
本実験の目的は，2体のエージェントが非同期的に共感表現を行うと，ユーザの共感さ
れたと感じる度合いにどのような影響があるのか明らかにすることである．

6.2 実験の概要
本実験の参加者は 10代の学生 4名（男性 2名，女性 2名）と 20代の学生 36名（男性

25名，女性 11名）の計 40名である．実験は大学構内の静かな部屋で行い，他者がその
部屋に立ち入らないようにした．参加者はエージェントの動きを見てもらう際，正面から
見ることを注意事項をして伝えた．実験で使用する 2つの手法は次の通りである．

手法 1 実験参加者がエピソードを話すと 2体のエージェントが共感表現を行う．
この時，2体のエージェントは同じタイミングで同じ動きを行う．

手法 2 実験参加者がエピソードを話すと 2体のエージェントが共感表現を行う．
この時，2体のエージェントは異なるタイミングで同じ動きを行う．

本実験参加者の中から，10代の学生 2名（男性 1名，女性 1名）と 20代の学生 18名
（男性 11名，女性 7名）の計 20名が手法 1を行い，10代の学生 2名（男性 1名，女性 1

名）と 20代の学生 18名（男性 14名，女性 4名）の計 20名が手法 2を行った．
また，手法 1を同期的条件，手法 2を非同期的条件とする．

6.3 実験の手順
本実験は，エージェントにエピソードを話し，それに反応したエージェントの動きを見

てアンケートに回答してもらうというものである．詳細な実験の手順を下記に記す．

Step 1 実験参加者に感情別のエピソードを考えてもらう．具体的には図 6.1の PA，PD，
UD，UAの 4領域（以降「感情グループ」とする）それぞれに対して，実際に体験
し感情グループ内の感情を感じた（または，感じる予定の）エピソードを 1文ずつ
用意してもらった．このとき，異なる感情グループで類似したエピソードを作成す
ることを防ぐために，pleasant-unpleasant，activation-deactivationの 2軸に最も近
い 2単語は選択しないように指示をした．具体的には，PAは arousedと happyを，
UAは tenseと frastratedを，UDは tiredとmiserableを，PDは sleepyと pleased を
選択させなかった．実験参加者に考えてもらったエピソードの一部を表 6.1に示す．
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Step 2 実験参加者にエージェントを触ってもらう．これは，実験参加者にエージェントの
素材や柔らかさを知ってもらい，エージェントへの印象を統一するためである．

Step 3 実験参加者にエージェントの 8種の動きを確認してもらう．表 5.2の 8種の動きに
関する事前知識がない場合，実験参加者が各動きに対して平等な判断が行えないこ
とが危惧されたためである．この影響を排除するために，実験参加者にエージェン
トの 8種の動きを実際に見てもらう準備フェーズを設けた．

Step 4 実験参加者に Step 1で考えてもらったエピソードを話してもらい，それに対して
エージェントがとった動きについてアンケート（同期的条件の場合は表 6.2，非同
期的条件の場合は表 6.3）に回答してもらう．具体的には，実験参加者がエージェン
トに向かってエピソードをは 1つ話した上でエージェントの動きを 1つ見てもらい，
アンケートに回答してもらう．これを全てのエピソード，全ての動きに対して繰り
返し，合計 32回の試行を行う．順序効果を相殺するために，実験参加者ごとに手
法，エピソード，動きの順番をランダムに入れ替えた．本実験では，Wizard of Oz

法 [50]を採用し，参加者がエージェントへエピソードを話し終えるたびに，実験者
が別室から遠隔でエージェントを操作した．

図 6.1: ラッセルの円環モデル
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表 6.1: エピソード

感情グループ名 選択された感情 エピソード
PA

delighted 筋トレの効果が目に見えてきた
astonished ライブの座席が最前だった

PD
glad 推しと写真が撮れた
satisfied 腕立てがスムーズになってきた

UA
angry バイト先の後輩がバックれた
afraid すぐ近くで電車の人身事故が起きた

UD
sad ガチャで欲しいキャラが出なかった
droopy 最近睡眠時間が少ない

表 6.2: アンケート項目（同期的条件）

質問内容 回答方法
Q1 物体に共感されたと感じましたか 5件法（5:とても感じた～1:全く感じなかった）
Q2 物体がどの感情を表現していると感じたか 図 6.1の 28種の各感情について

5件法（5:とても感じた～1:全く感じなかった）
Q3 エージェントを見て何を連想したか 自由記述

6.4 実験の結果
アンケート項目（同期的条件）（表 6.2）のQ1に対する結果を図 6.2 に示す．

図 6.2: Q1の回答結果（N＝ 20）

アンケート項目（非同期的条件）（表 6.3）のQ3.1に対する回答結果を図 6.3 に示す．
図 6.2，6.3の縦軸は動きラベル，横軸は各動きに対する参加者の回答の分布，PA，PD，

UA，UDは実験参加者がエージェントに話したエピソードの感情を表している．
アンケートのQ1（図 6.2）とアンケートのQ3.1（図 6.3）の同じ感情グループかつ同じ
動きにおける同期的条件と非同期的条件の間でWilcoxonの順位検定を行った結果，ユー
ザがUAのエピソードを話しエージェントが右停止の動きをした際に有意傾向が確認され
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表 6.3: アンケート項目（非同期的条件）

質問内容 回答方法
Q1.1 最初に動作したエージ
ェントについて：物体に共感
されたと感じましたか

5件法（5:とても感じた～1:全く感じなかっ
た）

Q1.2 最初に動作したエージ
ェントについて：物体がどの
感情を表現していると感じ
たか

図 6.1の 28種の各感情について

Q2.1 後から動作したエージ
ェントについて：物体に共感
されたと感じましたか

5件法（5:とても感じた～1:全く感じなかっ
た）

Q2.2 後から動作したエージ
ェントについて：物体がどの
感情を表現していると感じ
たか

図 6.1の 28種の各感情について

Q3.1 2体のエージェントに
ついて：物体に共感されたと
感じましたか

5件法（5:とても感じた～1:全く感じなかっ
た）

Q3.2 2体のエージェントに
ついて：物体がどの感情を表
現していると感じたか

図 6.1の 28種の各感情について

Q4エージェントを見て何を
連想したか

自由記述

た．有意傾向が存在することから，手法間における共感されたと感じる度合いに統計的な
差がないとは言えないことが明らかになった．
しかし，他の同じ感情グループかつ同じ動きにおける同期的条件と非同期的条件の間で
は有意傾向は確認できなかった．これにより，エージェントの動作するタイミングが共感
されたと感じる度合いに影響を与えるが，同期的に動作した場合よりも非同期的に動作し
た場合の方が共感されたと感じる度合いが高くなるとは言えない．

6.5 考察
実験結果より，エージェントの動作するタイミングが共感されたと感じる度合いに影響
を与えるが，同期的に動作した場合よりも非同期的に動作した場合の方が共感されたと感
じる度合いが高くなるとは言えないということが明らかになった．仮説では同期的に動作
した場合よりも非同期的に動作した場合の方が共感されたと感じる度合いが高くなると
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図 6.3: Q3.1の回答結果（N＝ 20）

思われたが，エージェントの動作するタイミングが共感されたと感じる度合いにどのよう
な影響を与えたかを明らかにしていく．

6.5.1 非同期的条件のみに着目した考察
非同期的条件のみに着目した考察を行う．なお，アンケートのQ3.1への回答結果（図

6.3）において物体に共感されたと感じたと回答した人 (4：感じた～5：とても感じたを選
択した人)の割合を基に考察を行う．Q3.1への回答結果（図 6.3）を見ると，前後一往復，
前後継続往復の動きは，実験参加者がどの感情のエピソードを話した場合も共感された
と感じると回答する人の割合が 50%より多く，PAのエピソードを話した場合は左右継続
往復の動き，UDのエピソードを話した場合は前停止の動きを見ると共感されたと感じる
と回答する人の割合が 50%より多いことが分かる．前後一往復，前後継続往復の動きは，
どのエピソードを話した場合も実験参加者がエージェントが頷いている姿を連想したこと
で共感されたと感じる度合いが高くなったと考えられる．PAのエピソードを話した場合
の左右継続往復の動きは，実験参加者がエージェントが楽しさや嬉しさを表現している姿
を連想したことで共感されたと感じる度合いが高くなったと考えられる．UDのエピソー
ドを話した場合の前停止の動きは，実験参加者がエージェントが同情や頷いている姿を連
想したことで共感されたと感じる度合いが高くなったと考えられる．
ユーザのエージェントの見方については，2体のエージェントが同時にではなく少しず
れて動き始めることについて「あまり気にならなかった」「2体のエージェントに対して
感じ方に違いはない」といった意見と，「エージェントの感情を想像しやすかった」「共感
してくれている感を感じとりやすかった」といった意見があった．

6.5.2 同期的条件と非同期的条件の比較
同期的条件と非同期的条件の比較を行う．6.4節より，同期的条件と非同期的条件の間
で有意傾向が確認されたのは，ユーザがUAのエピソードを話しエージェントが右停止の
動きをした際のみであった．UAの右停止において，物体に共感されたと感じたと回答し
た人 (4：感じた～5：とても感じたを選択した人)の割合は同期的条件が 0%，非同期的条
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件が 25%であった．これは，他の感情グループと動きの組み合わせにおいて共感されたと
感じると回答する人の割合が高かった項目と比べると，同期的条件，非同期的条件ともに
低いことが分かる．そのため，同期的条件と非同期的条件で共感されたと感じる度合いに
違いはあるが，非同期的に動作することで共感されたと感じる度合いを高める効果は低い
と考えられる．
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本研究では，2体のエージェントが同期的・非同期的に共感表現を行うと，ユーザの共
感されたと感じる度合いにどのような影響があるのか調査を行った．仮説では，2体の見
た目と表現方法の曖昧性が高い共感表現エージェントが同期的に動作した場合よりも非同
期的に動作した場合の方が共感されたと感じる度合いが高くなると考えていたが，実験結
果より，エージェントの動作するタイミングが共感されたと感じる度合いに影響を与える
が，同期的に動作した場合よりも非同期的に動作した場合の方が共感されたと感じる度
合いが高くなるとは言えないということが明らかになった．これは，有意傾向が確認でき
た感情グループと動きの組み合わせに対して共感されたと感じると回答した人の割合は，
他の感情グループと動きの組み合わせと比べて低かったためだと考えられる．本研究の取
り組みにより，既存の共感表現とは異なる新たな共感表現の方法が確立されることが期待
される．本研究で明らかになった知見を既存のエージェントやロボットにも追加すること
で，ユーザの共感を感じる度合いが増加することが予想される．高齢化が進む現代におい
て，話し相手を必要とする人々が増加する中，本知見を活用したエージェントを導入する
ことで，孤独感の軽減に貢献していきたい．
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図 A.1: Q1.1の回答結果（N＝ 20）

図 A.2: Q2.1の回答結果（N＝ 20）
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